MAR513 Lecture 9: Nesting of Multi-Domains

Oceanic processes are characterized by multi-scales: globe, basin, region,
estuary and wetland.

Globe-basin: 1000 km or larger
Region: 10-1000 km

Estuary: a few meters to 1 km
Wetland: a few meters

Classified by dynamics:

Large-scales: wind-driven circulation, thermocline and thermohaline circulation
Subduction, coastal fronts, low-salinity plumes;

Small scales: high-frequency internal waves, local convection, turbulence mixing



To resolve multi-scale physical processes, we need the variable space
resolutions. That is, the resolution must consider a minimum request to
resolve physical scale of the motion we study.

In general, the numerical
stability depends on the time
step and space resolution.

The computational efficiency
always 1is controlled by the
smallest grid size used in the
model. For the current
computational power we have in
a small research laboratory, it is
difficult to set up the model to
resolve multi-scale motions
using one grid size.




Current Numerical Approach: Nesting

1. Structured grid models

Nesting boundary for the small domain

One-way

Nesting boundary Nesting boundary for the large domain



Two-way grid nesting

In the coastal ocean, the currents are associated with the local bathymetry or
trapped around the slope or islands. The nesting the small scale feature from
the small domain to the large domain could amplify the scale of local motion
in the large domain and cause the unrealistic simulation.



In the ocean,
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Because Ax, # Ax;; Ay, # Ay;; The surface gravity wave speed propagating
from the small domain is not equal at the nesting boundary.

- Energy accumulation at the boundary !



QS. How could we nest multi-domains in the structured grid model without
accumulation of the energy at the nesting boundary?

Approach:

1. Set up the volume and mass conservation constraint in the control
volume connected to the nesting boundary;

2. lterating of integration of the equations at the nesting boundary control
volume until the acceptable error level.

Note:

Could it doable? Yes, but it requires significant efforts. In many cases, it
requires a large number of iteration. When the system is complex, it might
not numerically stable!



Unstructured grid

Common boundary

3

Non-hydrostatic process 4

Unstructured nesting approach: Mass conservation



One-way Nesting (implemented)

1. The nesting boundary consists of the boundary nodes
and triangles connected to the boundary nodes;

nodes and velocities in the triangle cells

I 2. The model output includes all variables at boundary
3. Anesting file with inclusion of boundary node and cell
index is pre-defined when the nesting approach is used

4. The nested domain model runs with the nesting file as
the boundary forcing

Disadvantage:

: 1. Two meshes are required for master and nested domains;
‘ 2. The operation is just like running two models.



Two-way Nesting (under development)
Patched grid:
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Two-way Nesting

Main domain

Local subdomai

Local subdomain . .
Main domain

The main domain uses the interior meshes of the local subdomain as
the boundary,while the local subdomain uses the interior meshes of
the main domain as the boundary.



Advantages of unstructured-grid two-way nesting:

* Only one grid file is required;

 The model can run with different time steps and with different
dynamics setup in individual domains with their own MPI
parallelization;

* Volume and mass conservations are guaranteed with no need
of adding additional adjustment;

« Make it easy to develop a forecast operation system covering
global-basin-regional-estuarine-watershed scales.



Ensemble Model Experiments using Global-FVCOM

winds, heat flux, | P-E, air-pressure

oceanic forcings

assimilation

Global FVCOM —
(5 km to 50 km) e
in the study area: 20-30 km Satellite SH

assimilation
_ Local Domain FVCOM _ Satellite SST
(with fully current-wave coupling) Satellite SSH

(~10 km in the study area )

FVCOM-the unstructured grid, Finite-Volume Coastal Ocean Model
FVCOM-SWAVE-the unstructured grid SWAN (developed by the FVCOM team)
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Red line area: Nested boundary between
global and local FVCOM
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Version 2.7.1. vs Version 3.1

Version 2.7 remains all original setup of FVCOM with inclusion of an
option of mode-splitting and semi-implicit solvers

In version 3.1,

1.The input files all use the NetCDF format, which allow ViSiT to view the
initial field;

2.The data exchange between computer nodes uses the “POINT” to
improve the computational efficiency;

3.Current-wave-sediments are fully coupled;

4.All other modules (assimilation, sea ices, etc) are rewritten;

5.Nesting capability;

6.A complete set of offline ecosystem and water quality models that can
be driven directly by the FVCOM outputs;

/.Nonhydrostatic options;
8.Dike and groyne modules



Northeast Coastal Ocean Forecast System (NECOFS)
simplified for storm surge and inundation prediction

Satellite SST
Buoy Winds
Insolation

assimilation

Local Weather Model (WRF)

. Lo
Heat Flux | Wind Stress 20,
&4

P-E uv
U,v, Waves
Regional FVCOM Langmuir Cells Surface Wave Model

n torg 4 (FVCOM-SWAVE
2 Generatllon. GOM2) Satellite ( )
(3 Generation: GOM3) SST

Buoy or
Survey
T.S,U,V

A

Freshwater
Input

Groundwater MASS Coastal
Input FVCOM

NECOFS

KEY

FVCOM System

4 tuo_umgmgssv I

Storm Surge BC’s

To Be Developed

v

Sediment Transport Model
(FVCOM STM)
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Regional Domain: 9 km Large domain: 27 km

Domain 3

Hindcast

Local domain: 3 km
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Latitude (Deg N)
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37

NERACOOS regional FVCOM grids

Second Generation

Third Generation

-4 -13 72 71 70 -89 68 67 66 -65 -64 63 -62 -61 -60
Longitude (Deg W)

e Horizontal resolution: 0.3-1.0 km 1n the

Horizontal resolution: 0.5-1.0 km in the coastal region;

coastal region; * Generalized terrain-following coordinates: 46
Sigma-coordinates: 31 vertical layers layers: 10 uniform layers in the surface and
300-m cutoft off Georges Bank bottom boundary layers, respectively.

e 1500-m cutoff off Georges Bank
* Capable to nest to the coastal-estuarine model
with a horizontal resolution of ~10-500 m;



Mass Coastal FVCOM (Finest resolution: 15 m)

Element: 173224
Node: 103699

L2
e,
SRR

DR
AS
!( VaVAY ‘

273
2617
2507

2398

SRPOTRR]
AP

KRS

AVAVAVA"AV’AVAVAVA

.

4

SR
At
IR OCRIRR

2K

o

Al
Tava's
<]

%

NN,
Vi

0

ZAVAY!
NN
\VAVAVAY
aTAAY)
AT

7

N

V;Y
NSNS

A'ﬁé;gé‘%?“%‘&"
WAAAT
AP0k
AV AvaYav iyl
(VAVAVAYAS

3
o
X
N

e
e
K

FAVAVAT

[

S
37
Vv,

o
s
7
i
AV

i
(ra

NN
RNk
N ARIRRRR
SNARANERERARNIS
OIS NRA AYATAVA N N
A TATAY A TATAT T ATATAAAY VO
TATAYAVAYY KISST REEEIS

By
s
LY

|

I

Aﬂﬂﬂﬂﬂ"ﬂﬂ

Iz

VA

K
i}
Y

varad

v
£
VA

2
K
Ary
WA
;1
K
g

"47

avav;
(¥

"a¥

L7

%)
5
4%
/)
%

N/

L

K
AR
(yav Py

a
v
]
A

IVAVAYA
VAVANZ4

NV
VAVATAY

(VAVAVAYS

VAVAvAY,

ST o o
CRRR R SR
TavT AN AT AL
DO TR PRI IR OO0
'ﬁv)ﬂuvﬂL‘hﬁﬁ:ﬁﬂ%ﬂﬁiﬁggzg‘
RS RRRAED
AYAYATANAVAY,

ok

Vg
VAV,
\
/N

1/

AAARE

bE
RO
T v o

it

VAVAYAVAYA

AV

V4
VAVAN
\\/
VA
\/

X
o

i
V‘
4

.
PAVAVAVAV AIA'%:A'AVAV:'AVAWAVQAVEEEA‘BVA'AVAVAVA“
AL Vava

2

)
AVAVAVAv4
VAV,

B

s
%)

D
7

avad
i, T rava Y
AV AYAY)
e aYAY)

1
A
AN

3

R

s
XY

X
N

N
N

LVAYAY
7

0
X

eu‘
Yﬁ
A)
\/
4]

ﬁ"
5
vy
>
oK
7|
1A
%
Az
\V
L]




2y

——

_mgeidenN

o Sherman Corner. &
| " e o

{ ‘ \ % n

~ Résoluhpn Max“}k .

"'-/ S .
~ ) f

;o,‘ 3 St B In’ ._
TFotalmesh: 29689 s

Green

Biscituate

bushf*

A VY YU S e VN

A
g
’A
!







The Merrimack River-Plum
Island Sound-Wetland
Complex:
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Time: IGMT 1/14/10
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Comparison between
model-predicted and
observed sea surface

elevations in January,
2010
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